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Motivations... A Quick Review
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The Challenge

 Power is the leading design constraint in
HPC system design

e How to get build an exascale system without
building a nuclear power plant next to my
HPC center?

« How can you assure the systems will be
balanced for a reasonable science workload?

 How do you make it “programmable?”
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Technology Investment Trends

* 1990s - R&D computing hardware dominated by desktop/COTS
—Had to learn how to use COTS technology for HPC

« 2010 - R&D investments moving rapidly to consumer electronics/
embedded processing

— Must learn how to leverage embedded/consumer processor
technology for future HPC systems

5 Market in Japan(B$) Image below From Tsugio Makimoto: ISC2006




Consumer Electronics has Replaced PCs as
the Dominant Market Force in CPU Design
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Embedded / HPC Synergy

« High Performance embedded is aligned with HPC
— HPC used to be performance without regard to power
— Now HPC is power limited (max delivered performance/watt)

— Embedded has always been driven by max performance/watt (max
battery life) and minimizing cost ($1 cell phones)

— Now HPC and embedded requirements are aligned

* Your “smart phone” is driving technology development
— Desktops are no longer in the drivers seat

— This is not a bad thing because high-performance embedded has
longer track record of application-driven design

— Hardware/Software co-design comes from embedded design

N
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Redefining “commodity”

* Must use “commodity” technology to build cost-
effective design
* The primary cost of a chip is development of the

intellectual property
— Mask and fab typically 10% of NRE in embedded

— Design and verification dominate costs

— Embedded computing has a vibrant market for 1P/
circuit-design (pre-verified, place & route)

— Redefine your notion of “commodity”!
The ‘chip’ is not the commodity...
The stuff you put on the chip is the commodity
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CoDesign to Reduce Waste

Biggest win was in what we
do NOT include in an HPC Design

Mark Horowitz 2007: “Years of research in low-
power embedded computing have shown only one
design technique to reduce power: reduce waste.”

Seymour Cray 1977: “Don’t put anything in to a
supercomputer that isn’t necessary.”
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A Short List of x86 Op
Science Applications Don’t Need

codes that

mnemonic opl opZ op2 opd | iext |p£|0F|po|so|o|prec| st Il |x|tested £ modif def £ undef £ |£f walues| description, notes

ada AL AN 270 (1t ! (1 !]----- a..|o..ssapec  |..... a.c 0..5%.p. A3CII ddjust After addition

A&D AL AN D5|0& ©..szapc .. .ST.P. Q....a.c &3CII 3djust AX Before Divis=ion

A2M AL AN D4a|oa ©..szapc e-.SS.P. ©....a.¢C &3CII Adjust AX after Multiply

A43 AL Ay 3r szapc 0..=3.p. A3CII 3djust AL After Subtraction

&DC x/ms 8 10 3 L =zapc &dd with Carry

aDnc x/mi16/32/64 16/ 22/ 64 11 T L =zapc szapc 4dd with Carry

aDC x3 =/ m8 1z z - ©..=zapc ©..=zapc &dd with Carry

aDc ¥16/32/64 /ml6/ 22/ 64 12 = | R | 1 | I ey clo..=zapc o..=zapc 3dd with Carry

anc nL inand al [ [ []------ clo..=zapc o..=zapc 2dd with Carry

aDC »BX inanl6/ 22 <14 S ] (R R (N (N (] | c|e..szapc ©..szapc &dd with Carry

aDC x/ms inand 80 “ 6 [ccmacos cle..szapc ©..szapc &dd with Carry

apnc r/mi16/32/64 inmls/ 22 81 2 4 [cococoo c|e..=sapc o..=zapc 4dd with Carry

aDC x/ms inand 8z 4 5| [ccmacoa c|le..szapc ©..szapc &dd with Carry

aDnc r/mi16/32/64 imand 82 2 i [cococoo cle..=sapc o..=zapc 4dd with Carry

ADD x/ms 8 00 T L o..szapc o..=zapc 2dd

&DD r/mi16/32/64 16/ 22/ 64 o1 z L ©..szapc ©..szapc &dd

DD 8 o/ m& 0z T o..szapc o..szapc add

ADD r16/32/64 /ml6/ 22/ 64 02 T o..=szapc o..=szapc add

&DD BL imand 04 ©..szapc ©..szapc &dd

ADD ¥BX immls/ 22 05 o..szapc o..=zapc 2dd

20D rims inand 80 0 L o..=zapc o..=zapc 2dd

DD ¥/mi6/32/64 inanl6/ 22 81 0 L o..szsapc o..szapc add

ADD x/ms innd 8z 0 L o..=zapc o..=zapc add

ADD r/m16/32/64 inand 82 o L o..szapc o..=zapc add

ADDPD amm sman’ ml2 8 s=eZ [66|0F|53 = |P4t+ 3dd Packed Double-FP Values

ADDP3 amm ' m128 ssel OF(58 = |P2+ &dd Packed Single-FP Values

ADDED amm sxand w6 & s=eZ [FZ|OF|58 x|Pat+ 3dd Scalar Double-FP Walues

ADD33 aman sxand M2 E ==el |F2|0F|S58 = |P2+ &dd Scalar Single-FP Values

&DDEVEFPD amm o' m128 ==e2 |66(0F|DO = |Pat++ Packed Double-FP 3dd/Subtract

ADDSUBP3 amam s m128 ==e2 |FZ|O0F(DO = |Pa++ Packed Single-FP &dd/Subtract

ADX AL AN imand DS ©..szapc -..5Z.p. ©....a.¢c &djust 3X Before Division

ALTER 63 Pat+ UE &lternating branch prefix (used only with Jcc instructions)

ATY AL AN imand Da ©..szapc &djust &X After Multiply

AND x/ms 8 20 T L o..szapc Logical &ND

AND r/mi6/32/64 16/ 22/ 64 z1l T L ©..szapc Logical &ND

AND 8 =/ m& 2z T o..szsapc Logical &ND

AND ¥16/32/64 /ml6/ 22/ 64 232 T o..szapc Logical AND

END BL imand z4q ©..szapc Logical &ND

AND ¥BX immle/ 22 25 o..szapc Logical AND

AND x/ms imand 80 4 L o..=zapc Logical AND

AND x/mi16/32/64 immle/ 22 81 4 L o..szapc Logical AND

29D rims inand 82 a L o..=zapc Logical AND

AND ¥/mi6/32/64 inand 82 aloa+ L o..szapc Logical aND

ANDNFD samm wmand m128 s=eZ [66|0F|55 = |P4t+ Bitwize Logical AND NOT of Packed Double-FP Walues
' m128 ==sel OF(SS = |P2+ Bitwise Logical AND NOT of Packed Single-TP Values=s
s m128 ==e2 |66(0F|52 |Pa+ Bitwise Logical 3ND of Packed Double-FP Values
xman’ m128 ==el 0F(54 = |P23+ Bitwise Logical AND of Packed Single-FP Values
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More lInuecad Opcodes

CUTPSZPI  |mm s m6 &

CUTSDZS1  |»32/64 seanand m6 &

CUTSDZ3S  |samm seaand m6 & e = pp
oot T oG T EULS2sD e TR B2 ¥16/32/64 =/ ml6/ 22/ 64 TXCHd T ST:
BOUND £16/32 w16/ 32516/ 32 |eFlags i) | Z4IIZ5T x16/32/64 =/ml6/ 22/ 64 -
BSF ¥16/32/64 =/ ml6/ 22/ 64 ctrof CVT 35230 [oamm s 32 ri6/32/64 o/ ml6f 22/ 64 FXCHT s STi
BSR r16/32/64 =/ ml6/ 22/ 64 |cerp| CUT 35251 ¥32/64 o/ w32 =/m8 8 FHCHT ST ST
BSUar ¥16/32/64 |cip| CUTTPDZDQ [ AT SRR |EEREe FXRSTOR s £
BT o/ml6/32/64  |z16/32/64 Cp|CUTTPDZPT  |mm xman/ m128 z8 E/59 FXRSTOR sr Er)
BT o/ml6/32/64 | it | CUTTPS2DQ  |sanm oo w128 EL53zEs R T =13 =
BTC w/mi6/32/64 | inms |CMP[CUTTPSZPT  |mam e m6 4 e 1ot
BTC x/m16/32/64 |cl6/22/64 ey T EAX f"“"‘ls/” EXSEVE pE &5
= T o SR — = =
TS vimi6/32/64  |z16/32/64 [ = = £/ et FYLZXP1 sz ST
BTS r/mi6/32/64 | imms e X A T/ml6/22/64 | inms
CALL rells/ 22 T EDX Bax saman. senand 12§ imand G3 GS
CALL rel2z [cerp] €00 RDX RAX samm o’ ml2 8 inm$ HADDPD saman. wxrmd m128
caLL =/ ml6/ 22 | corp| CWDE EA¥ ax £3 ne HADDPS sanm xnan’ ml2s
CaLL =/ mE2 CMP|D&S AL nd it T
CALLF prrlé: 16/ 32 CHP(Das an pL> BL> HEUEPD p— P
CALLF ml6: 16,

L] -
=—=1 We only need 80 out of the nearly 300 ASM instructions from
CUDE EAXY
L] -

2 = | the x86 instruction set!
@
CLFLUSH m3
CLI . [ L]
== | *Still have all of the 8087 and 8088 instructions!
CHOVE *16/32 J L) [
e (sl o\Nide SIMD Doesn’t Make Sense with Small Cores

-
CMOVEE ¥16/32 U
==~ ¢Neither does Cache Coherence

=
CMOVNGE *r16/32 L L] [l
= = *Neither does HW Divide or Sqrt for loops
CHOUNG r16/32
i *Creates pipeline bubbles
CHMOUNRC r16/32
CHOUNBE *r16/32 : : . :
*Better to unroll it across the loops (like IBM MASS libraries)
CMOVNL *16/32
CHOUGE 16/32 : : . :
=1 *Move TLB to memory interface because its still too huge (but still
CHOVG ¥16/32

... get precise exceptions from segmented protection on each core)
ENERG Science IHUD
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The Cost of Data Movement
Data Locality Management
and

How do those cores talk to each other?
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The Cost of Data Movement
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The Situation Will Not Improve in 2018

Energy Efficiency will require careful

management of data locality
10000

1000

100
._\ @—/ now
2018

PicoJoules

{

Important to know when you are on-chip and
when data is off-chip! nersc R
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Data Locality Management

Vertical Locality Management Horizontal Locality Management




Data Locality Management

Vertical Locality Management Horizontal Locality Management
* Movement of data up and - Movement of data between
down cache hierarchy processors
— Cache virtualizes notion of on- — 10x lower latency and 10x higher
chip off-chip bandwidth on-chip

— Need to minimize distance of

— Software managed memor
9 y horizontal data movement

(local store) is hard to program
(cell) « Encode Horizontal locality into

: memory address
« Virtual Local Store / Malleable Y . .
— Hardware hierarchy where high-order

Memory bits encode cabinet and low-order bits
— Use conventional cache for encode chip-level distance
portability « Map local-store into global address
— Only use SW managed space
memory only for performance — Hierarchical Partitioned Global
critical code Address space

— Repartition as needed
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Network-on-Chip (NoC) Architecture

(a) Mesh (b) Concentrated (¢) Concentrated
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Fabric to connect cores and “options”
together on chip

— |IPC for cores

— Connects to Memory controllers

— Connects to optional devices

— Can choose NoC topology

« Science optimized communication

mechanisms

— All core-local memories are mapped into
memory address space (PGAS on a
chip)

— Direct message queues between cores

— Fine-grained sync for memory
consistency



Providing Direct Support for Data
Locality Control

TIE Queue used

to xfer address
»
Tensillica Processor Tensillica Processor
1 2
<4— Ready
Local Local
Store Done > Store
| |
$ $
Y ) v v

Memory controller

« Each Processor Tile has a conventional Cache + Local Store
— Enables incremental porting to local store

« Has direct inter-processor message queues (trivial with Tie Queues)
— Enables direct inter processor communication for low-overhead synchronization
— Can be used for very efficient DAG Scheduling

This is just utilizing off-the-shelf technology from embedded space!

~
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Green Flash: Overview
John Shalf, PI

We present an alternative approach to developing systems to
serve the needs of scientific computing

Choose our science target first to drive design decisions
Leverage new technologies driven by consumer market
Auto-tune software for performance, productivity, and portability

Use hardware-accelerated architectural emulation to rapidly
prototype designs (auto-tune the hardware too!)

Requires a holistic approach: Must innovate algorithm/

software/hardware together (Co-design)

Achieve 100x energy efficiency improvement

over mainstream HPC approach

N
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An Application Driver:
Global Cloud Resolving Climate Model



GCRM Status

Surface Altitude (feet)

0 2000 4000 6000 8000 10000 12000 14000

200km 25km 1km
Typical resolution of Upper limit of climate models Cloud system resolving models
IPCC AR4 models with cloud parameterizations are a transformational change

Office of
Science
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Computational Requirements

« ~2 million horizontal subdomains
* 100 Terabytes of Memory

— 5MB memory per subdomain
« ~20 million total subdomains
— 20 PF sustained (200PF peak)
— Nearest-neighbor communication
* New discretization for climate model
CSU Icosahedral Code

AR
AT RS
‘,\“\‘\\\‘\\\
AR

RN
SRRRRRE,

XN

ust maintain 1000x faster than real time for
practical climate simulation
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An Application Driver:
Seismic Exploration
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Example Design Study
Green Wave: Seismic Imaging

« Seismic imaging used extensively

by oil and gas industry
— Dominant method is RTM (Reverse
Time Migration)

« RTM models acoustic wave
propagation through rock strata
using explicit PDE solve for
elastic equation in 3D

— High order (8" or more) stencils
— High computational intensity

- Typical survey -
requires rr!onths .| asaatinee
of computing on

petascale-sized
resources

Office of
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Embracing Embedded Tech

* Have most of the IP and experience with for low-
power technology

* Have sophisticated tools for rapid turn-around of
designs

* Vibrant commodity market in IP components

— Change your notion of “commodity”!
— it's commodity IP on the chip (not the chip itself!)

« Convergence with HPC requirements

— Need better computational efficiency and lower
power

EEEEEEEEEEE
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Embedded Design Automation

(Example from Existing Tensilica Design
Flow)

Application-
optimized processor
implementation
(RTL/Verilog)

Processor configuration

1. Select from menu
2. Automatic instruction

discovery (XPRES Compiler)

3. Explicit instruction
description (TIE)

S. DEPARTMENT OF offlce of

A% ENERGY science

@ [T M BaseCPU |OCD
|~ - Extended Registers | FPU
y | —
1 — l'
Processor '
.
Generator
o T
(Tensilica) —

Build with any

Tailored SW Tools: process in any fab

Compiler, debugger,
simulators, Linux,
other OS Ports
(Automatically
generated together
with the Core)

~
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Processor Generator

- emory Management Opions- 5 ]
XEAZ: Reqgion protection v | Memory management selection
Ib matrixtransformi.c .| matrixtransf I il —I ’ e

Call-Graph | Comparison | Saved Output Sssglzia=l = ¢ ISA Profile‘

SYNC I MW
movi.nal, 1 I MW
wsr windowstart a1

wst, windowbase al I MW

32r a0, 40000018 <_ResetVector+0x18>
o

— = I

i re [ 31:01 wrodd = func ]l [ Synchronize instruction [ Conditional store synchronize instruction

wire [3 t count

Prob|ems‘ConsoIe |\ Estimation view - Master_Config X XPG Yiew

wire [3y
wire [3 549
Speed(MHz) 250 | 658
//fused 0.61 (Post-physical-synth.,util ratio=0.63)
CoreSize (mm2) 0.06 | | 2.61

|~

87.19 | 3
CorePower(miw) 11.7 | 315.65 =g

0.61{c) 0.7{m)
Totalarea (mm2) 0.00

| 16.38

I? v I Pipeline length

Vectra LX Coprocessor - ]

' ,, start 5 C/C+ - matristran.. Configuration Overview \ Software \ Implementation | Instructions | Interfaces 'Debug \ Interrupts  Vectors 5 P

T > —



Software Performance

Software Auto-tuning: Don’t
depend on a human to do a
machine’s job.

~
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Auto-Tuning for
Performance Portability

Challenge: How to optimize for multiple architectures

« Labor-intensive user optimizations for each specific architecture

» Different architectural solutions require vastly different optimizations

» Non-obvious interactions between optimizations & hardware
Solution: Auto-tuning

« Automate search across a complex optimization space

» Achieve performance far beyond current compilers

« Attain performance portability for diverse architectures

Office of
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Auto-Tuning for Finite Difference

« Attains performance portability across different multicore designs

* Only requires basic compiling technology
» Achieve serial performance, scalability, optimized power efficiency

Performance Scalability
18.0 4

AMD Barcelona

# Cores (SP)
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Performance Scalability

Auto-Tuning for Finite Difference

« Attains performance portability across different multicore designs

» Only requires basic compiling technology
» Achieve serial performance, scalability, optimized power efficiency

18.0 B
AMD Barcelona $ Bypass
16.0 - SIMD
' ] \ Prefetch
T/$ Block
14.0 Reorder
Padding
2 12,0 NUMA
2 M Naive
% 10.0 =
t 3.9X
©
£ 8.0
=
6.0 A
4.0 -
2.0 1
0.0 A

# Cores (SP)
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’x U.S. DEPARTMENT OF
@ENERGY | scence

# Cores (DP)

| L 4.5x

MFlop/S/Watt

300

250

200

150

100

50

Power Efficiency

Clovertown H
Barcelona @

Victoria Falls [
Qs22Hl

GTX280 H

Tuned [
Naive [

ssssssssssssss

0 :
Intel AMD Sun Cell NVIDIA




How well does this work?

Putting everything together...

.
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Example Design Study: Climate

Memory footprint (KB)

Analyze each loop within =
' i
cllmEate code | = = = = =
- xtract. tempora_ reuse and 1
bandwidth requirements IHEENEBN
_ IiEEEEENEN
Use traces to determine cachcejjirgi B H H B B H N
size and DRAM BW \/&\&.\\QQ\Q&\Q&\ . Q@Q’ & o 1@%\@ ’L\Q‘Jf\v,.\fb@‘\’b :
Ensure memory hierarchy can Bandwidth Requirements (MB/s)
support application (Instructions/Cycle=1, 500 MHz)

Office of
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Example Design Study: Climate

“ Floating point
“ Integer
Control
u Bitwise
Other
Loop before reordering Loop after reordering
 Qiriginal code: * Tuned Code:
— 160KB Cache requirement — 1KB Cache Requirement
— < 50% FP Instructions — > 85% FP instructions

Loop optimization resulted in 160x
reduction in cache size and a 2x increase

Office of

@ EnRey oo in execution speed  NERSC |



Climate Modeling System

Strawman 200PF Design

VLIW CPU:

» 128b load-store + 2 DP MUL/ADD + integer op/ DMA
per cycle:

» Synthesizable at 1GHz Hz in commodity 45nm

* 0.5mm?2 core, 1.7mm? with inst cache, data cache data
RAM, DMA interface, 0.15mW/MHz

* Double precision SIMD FP : 4 ops/cycle (4 GFLOPs)

* Vectorizing compiler, lightweight communications
library, cycle-accurate simulator, debugger GUI

» 8 channel DMA for streaming from on/off chip DRAM

* Nearest neighbor 2D communications grid

32 boards
per rack

=}

8 DRAM per
processor

380 racks @ 32 chip + memory gg‘%B /
~15KW clusters per board (8.2 S _
TFLOPS @ 450W 64 processors per 45nm chip
512 GFLOPS @ 10W

BB BB R B




Green Flash:
Fault Tolerance/Resilience

« Large scale applications must tolerate node failures

« Our design does not expose unique risks
— Faults proportional to sockets (not cores) & silicon surface area
— Low-power manycore uses less surface area and fewer sockets

16 Clusters of 12
cores each
F5i0 (192 cores!)

stsists0

« Hard Errors

— Spare cores in design (Cisco Metro:
188 cores + 8 spares)

— SystemOnChip design (fewer
components—>fewer sockets)

« Soft Errors

— ECC for memory and caches clst3 | clst2

— On-board NVRAM controller for
localized checkpoint

G860 SvsTEmS

Office of

Science 36
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Co-Design Before its Time

* Green Flash Demo’d during SC ‘09 ANQIENGIENQIENG
« CSU atmospheric model ported to D N

low-power core design

— Dual Core Tensilica processors running
atmospheric model at 25MHz

— MPI Routines ported to custom Tensilica

_________________________________

algorithm scaling

Interconnect lcosahedral mesh for | % |
« Memory and processor Stats available
for performance analysis oo ——

« Emulation performance advantage

— 250x Speedup over merely function software
simulator

» Actual code running - not
representative benchmark

Office of

*; U.S. DEPARTMENT OF
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Example Design Study
Green Wave: Seismic Imaging

Area Breakdown .
(240 mm? for SoC)

19%

Core
® Local Store

DDR controller
NoC

mJSA Extensions
Cache

®mRouting overhead

4

Power Breakdown
(70W total for SoC+ memory)

23%

49% '

Office of

Core + ISA Extensions

® Local Store + Cache
DRAM + Controllers
NoC

"2‘ ENERGY Science

Developed RTL design for SoC in 45
nm technology using off-the-shelf

embedded technology + simulated with
RAMP FPGA platform

— Tensilica LX2 processor core

— off-the-shelf 4-slot SP ®
SIMD, ECC v

— 4-slot VLIW (FLIX) -

— cache hierarchy with Local -
store + conventional cache.

— TIE queues interprocessor

SoS st

e

O B

B H e

messaging

— NoC fabric for SoC services
— 128 cores

— 4 DDR3 1600 memory
controllers

— 4x 10Gig Ethernet ; e §



Example Design Study
Green Wave: Seismic Imaging

« Compare to Nehalem, Fermi

"~ All 40-45nm technology

0 +Optimized CUDA

owaerypass  —  Nehalem and Green Wave are 240mm? die area with
O +Register Pipeline .
conventional DDR3 memory (same memory perf)

oo | i E scesoans  — Fermi c2050 is 540mm? die with DDR5 memory (3x
i ﬁ = ft higher memory bandwidth)

NHM Fermi  GW NHM Fermi QW « 8™ order RTM kernel performance

R e — Nehalem auto-tuned to within 15% of theoretical
performance limit by Sam Williams

— Fermi hand-tuned by Paulius Mickavelius of Nvidia
Off-the-shelf embedded ASIC unable to beat Fermi

5000

4000

MPoints/s

N w
o o
o o
o o

7 (but within ~30%)

40
e However, offers huge gain in energy efficiency
%;3 1 = — Fermi burdened by host (green circle is if you had
S 15 o Fermi without host)

s — Green wave also has advantage of not including

o N [— . ,

_ _ anything you don’t need for RTM
NHM Fermi GW NHM Fermi GW

Fermi and Nehalem have to include a lot of extra stuff for other
8th Order 12th Order markets such as Graphics.

Nehalem also must maintain legacy binary compatibility .
Office of
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Isn’t it too time consuming to
design a complete system?



Rapid Prototyping of
System Design

Using RAMP to Accelerate the
hardware/software co-design
cycle

\
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Advanced Hardware Simulation
(RAMP)

Enabling Hardware/Software/Science Co-Design

» Research Accelerator for Multi-Processors
— Simulate hardware before it is built!
— Break slow feedback loop for system designs
— Enables tightly coupled hardware/software/science
co-design (not possible using conventional approach)
— Allows fast performance validation
— Emulates entire application (not just kernel)

»

Increasing Accuracy

Faster Execution




BEEJ3: Berkeley Emulation Engine

FPGA Platform for Hardware
Emulation

e Includes:
— 4 Xilinx V5-155T FPGAs
— Up to 8GB DDR2 per FPGA

— Ring topology connecting
FPGAs in combination with
a crossover allows for all - to
-all connectivity

— 10Gb connections for inter-
board communication

— 1 Gb Ethernet, PCl-e and
UART available for host
communication

— Commercially available from
BeeCube

Office of
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Tuning Hardware to Fit the
Problem

« Software Design Space Exploration: “auto-tuning”
— Auto-search through parameter space of code optimizations
— Tune to diverse & complex hardware
« Hardware Design Space Exploration:
— What if hardware configuration was also parameterized?
— Search through diverse space of hardware configurations
 What if you could do both together?
— Auto-tune software for hardware
— Auto-tune hardware for software
— Repeat?
« Hardware/Software co-design
— Demonstrate how to apply to HPC
— Enable Energy Efficient computing for Extreme Scale Science

Office of
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Hardware/Software Co-Tuning
for Enerqgy Efficiency

The approach: Use
auto-tuned code

( Novel Co-tuning Methodology

Conventional Auto-tuning Methodology

when evaluating &%
architecture design reference

. t HW and SW
points

\ 4 A
o Generate Generate new
"1 new HwW config. code variant

configuration

Benchmark
code variant

Acceptable SW
Performance?

Acceptable
Efficiency?

5

» Estimate Power

—]

—)‘ Estimate Area L'

=

optinTized
HW and SW

configurations

Co-Tuning can improve power-

efficiency and area-efficiency by ~4x

25 : ;

& Tuned CC
E BN Untuned CC

|| Il L 1St
@ 20 ocal Store @ AE
g M
= v
(&)
O v v Y
= 2 M »®
o) i
Q + v ,!“,
o N PE
< atas 4 | | |

0 50 100 150 200 250 300

lllllll

EN ERGY ;cience

Power efficiency (MFlop/s/Watt)

Co-Tuning Advantage: Stencil

4 -

3

5 -

1 -

0 T T 1
Untuned SW/ Autotuned SW/ Untuned SW/
Untuned HW  Untuned HW Tuned HW

Co-Tuning Advantage: SPMV

4 -

3 1

. 77

1 - 4

0 - T T <
Untuned SW/  Auto-tuned  Untuned SW/
Untuned HW  SW/Untuned Tuned HW

HW
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GEMM Co-Design Results

A160 . . '
~N AE AAa Untuned cache
v
= 140 v VY Tuned cache
E vvy Local store
L 120t v M Vv
o
(@) v
o 100}
=
- 80
=
[eb) 60h
O
= 40¢
(«b)
(g
E 20'
< 0‘ , . : .
0 1000 2000 3000 4000 500!

Power efficiency (MFlop/s/Watt)
Each point represents HW design point
— Best SW performance chosen by autotuner
— 72 unique configs
— Runtime: 1 week

Office of
Science



GEMM Co-Design Results

160

=R v AE AAs Untuned cache
£ 140+ v V Tuned cache
§ vvy Local store
@D 120} \ v v
g v
% 100 Fastest 1.2X
= HM( v
= 80 v 30 @
) v PE
S 60| v
s Yy Ww Y
"‘-.q:) 40}
v vw

S 20}
<h( vVeywew

00 1000 2000 3000 4000 500!

Power efficiency (MFlop/s/Watt)

« Each point represents HW design point
— Best SW performance chosen by autotuner
— 72 unique configs
— Runtime: 1 week
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GEMM Co-Design Results

EMM
350 .G . "
sa»a Untuned cache
<~ 300 Tuned cache
£
E
S 250
(2]
)
Q
2 200
E
& 150} 51
[ =
(o5
o
% 100
[3+1
ht
<C 50+
//*
ol At ane . . - .
0 500 1000 1500 2000 2500 3000 3500

Power efficiency (mflops/sec/watt)

* Generated through FPGA Emulation Flow
— 216 Unique Configs
— Runtime: hours
— 125x speedup

: A
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Technology Continuity for
A Sustainable Hardware Ecosystem

Ultra Energy Energy Efficient

- Cloud
Efficient Computin
Embedded . .

Future Dat
System Platform (Future Data
. Centers\

V‘ '
¥e

Off of
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High

Performance
(Exascale)
Computing




Going further...
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Green Flash Impact

 Significant infrastructure development
— General Stencil autotuning framework
— FPGA emulation framework
— Application analysis
* Clear demonstration of improved performance per / watt
on multiple scientific codes
— Future HPC systems are power limited
— Green Flash methodology provides a path to exascale

 DOE has responded by establishing exascale co-design
centers around the nation

— Green Flash and RAMP have played a key role in affecting this
shift

— DOE funding for ISIS, CoDEX, and application Co-Design
centers

~
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CoDEXx Overview I )

Architectural Simulation to Accelerate CoDeS|gn/ ‘

ROSE Compiler: Enables deep analysis of
application requirements, semi-automatic
generation of skeleton applications, and \
code generation for ACE and SST. :

v

 Application
Analysis

ACE Node Emulation: Rapid design
synthesis and FPGA-accelerated emulation \
for rapid prototyping cycle accurate models \
of manycore node designs. Q

| .
SST System Simulation: Enables system- v | ACE (
scale simulation through capture of

application communication traces and * Node level
simulation of large-scale interconnects. emulation

« System level
models

Partnered with multiple DOE
CoDesign centers

~
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* Hardware Architectural Simulation
~ Simulate hardware before it is built!*
— Break slow feedback loop for systez —
— Tightly coupled CoDesign processé s

effect estimates model
Simulation Fidelity

Design New System
(2 year concept phase)

Synthesize SoC (hours)

o . . - Cvcle Time Emulate
£ Cycle Time Build Autotune i y Hardware
Tune Hardware £ 1-2 days RAMP
i 4-6+ years o Software ( )
Software : (2 years) (Hours) (hours)
(2 years) xxxxxxxxx

Build application

Port Application

Office of
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//
~ | AC

CoDesign Tool Flow %
Automatic Generation of Skeletons for Rapid Analysis ')

. HW/SW Co-Design Evaluation
‘[Compact J

Apps  |m)
Skeleton )
— ROSE Autotunin

Optimizations
Node Communication
Architecture Network
Simulators Simulators

Reports (perf,

I Manual process power, etc)

I Automated or Semi-Automated process

’-5‘\ U.S. DEPARTMENT OF Office of ST r:'—r>| ‘|ﬁ
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Co-Design is Critical for Exascale

* Major changes ahead for computing,
including HPC

— Resign algorithms to minimize communication
(communication-avoiding/optimal)

— Development of programming models to allow
for communication control

— Feedback to architecture designs
« How much data-parallelism, local stores, efc.

— Develop science applications
— Reduce risk in Exascale program
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